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Abstract
In seven years, between the creation of the TINA consortium in 1993 and now, the telecommunication environment (technology and regulation) evolved considerably. As we recall in the first section of this paper, Internet, NGN and 3G mobile networks have been the main drivers of this change, a change somehow pretty well aligned with what TINA-C has anticipated and worked out. In the second section, we propose to pin down what we think are the main TINA concepts, those that are turning now, from our point of view, into reality : retailer business role, independence between service and transport network. This enables us to give, in the last section, a totally new emphasis on the important technical issues, not solved, like service interaction, which could slow down the business success of the three current telecommunications drivers given above .


1. Seven years that have being turned into one, by Internet
Since 1993...
Experts in intelligent systems have been forecasting it: the business model of telecommunications operators would evolve towards more value-added services and content provisioning. To such an extent that it has been decided to create a consortium in January 1993, TINA-C, which would work out, in a cooperative way, the next generation intelligent network architecture. Around forty telecommunications operators, telecommunications manufacturers and software providers did buy to this analysis and decided to contribute to this international initiative aiming at anticipating the necessary intelligence architecture that would fit best the coming business model.

It should of course be recalled that, in 1993-1994, all mindsets were not tuned to the same context : the telecommunications networks on which the content-based services were thought of were mainly circuit-switched, based on either synchronous networks, like the Public Switched Telecommunications Networks or asynchronous networks, like the ATM networks rolled out at this time; the “killer” applications forecast by the market teams in 1993-1994 were more network-centric than server- or terminal-centric: video on demand, videoconferencing, voice-based intelligent services, etc. Nevertheless this context did not prevent the Consortium from specifying an architecture separating services and transport networks, a concept totally made up-to-date by NGN; furthermore the “killer” applications can still be expected to boom in the coming years … although under different “tags” or commercial names : MP3 downloading, Netmeeting, Voice over IP.

This context - although no exactly identical today - managed thus to trigger a cooperative work within TINA-C that gave birth to a telecommunications architecture: TINA. TINA main concepts or principles are quite simple and still up-to-date: 

· Identification of business roles or shareholders in the overall telecommunications business, namely the « pipes » or connectivity operator, the retailor corresponding today to an Internet Access Provider, and the so-called third party content provider, corresponding today mainly to the Application Service Providers, independent providers installing software-based services to customers.

· Identifications and specifications of interfaces / protocols between the business domains, e.g. between the end-users and the retailor / ISP, the retailor and the connectivity provider,  etc.

... to 2000

Seven years, in an economical sector driven by technology, mean ages… The cooperation TINA-C did not stay isolated nor blind to the almost every-day changes and innovations. But it simply could not follow the path of these changes and impose the fruit of its cooperative work : too few engineers working altogether, in a too closed environment.

Consequently, with respect to bringing technology to standard, the Internet community has been much faster and successful, with its IP packet-switched network, its architectural model based on servers at the periphery of the core networks, and its open development model enabling anyone, most likely a « hacker », to develop its code, put it on the Net and share it with the global community.

With respect to business models, the change really comes under the impulse of the 3G mobile market, a change quite aligned matter-of-factly with TINA-C anticipated business model: the mobile market envisions more RoI (Returns on Investment) and added value in multimedia content provisioning and portal/ASP offers than in the provision of the connectivities, called now commodities. This is leading to a change in the value chain and, implicitly, to the identification of domains – content provisioning, portal - in which competition becomes rude, and cooperation out of scope and domains in which cooperation or standardisation are still necessary in order to ensure network service portability, network interworking, service development openness. 

What does it tell us ?  First of all, it tells us that the concepts or principles worked out by the TINA-Consortium have a sound basis which remains helpful in order to understand what is happening and to structure technical (ideally common) contributions in bodies where cooperation is still absolutely necessary (3GPP
, NGN
 forums). It tells us also that there is less and less place for “generalist” standard organisations, as TINA-C intended to be. To keep the path of innovation, to be as efficient as all companies need to be, future cooperative works need to be carried out within more specific bodies, the objectives of which being to provide products first, specifications secondly. 

This paper outlines the sectors in which, to the authors, parts of the TINA principles are turning into a reality and which therefore provide the ground for possible future cooperations. 
2. Concepts that are turning into reality


The Business Model

An important effort has been carried out in TINA-C to provide a reference model for open telecommunication and information market [TINA]. Based on this TINA business model, some reference points (with esoteric names like Ret, RtR, Cons, Tcon,...) have been identified and interfaces specified, especially for Ret and Cons. These interfaces have been implemented and tested in various TINA Trials [TTT]. These developments have unfortunately not led to commercial products. One of the reasons is probably the lack of a driving business case at the time they were specified, a business case which would have given to TINA an obvious application field. 
Since 1997 (date when these specifications have been issued) the Telecommunications and Information Technologies’ landscape has evolved. Deregulation, the NGN spin-off and the 3G mobile market strengthen the need for a business model that would fix business boundaries and associated responsibilities, or, more blankly, the rules of the game. Thanks to these drivers, there are a lot of on-going activities in both telecommunication and information technologies community (ITU-T, ETSI, IETF, MSF, ISC...) for such reference models and architectures, and for the definition of the interfaces between these domains. 

The adoption of the TINA Business Model by ITU-T SG11 as a reference model for open telecommunication market, as well as the various business cases promoting separation between Service Providers and Network Resource Provider, represents the first success of the TINA Business Model. The similarities, in term of functionalities, between the TINA Service Architecture and the Parlay Framework examplify as well this adoption. 

Another topical TINA concept which is turning into a reality is the advocated separation between the Network Resource Provider domain and the Service (or Application) Provider domain. In this respect, Parlay
 and Jain
 initiatives are of course worth mentioning. They give the ability to provide services that can control resources belonging to different networks (public network for fix and mobile resources, enterprise network with PBX control,...). They give the possibility for Service or Application Providers to make use and control network resources possibly belonging to a different administrative domain (the Network Resource Provider). 
This concept seems now widely accepted and applied for specific business cases as for 3G mobile networks where Parlay phase 2 has been adopted in UMTS for VHE (Virtual Home Environment)
. Let us recognize that both Parlay and JAIN would not have been as fast and successful, without the ground TINA work aimed at making the telecom community sensitive to the subject …  

Another instance which helps to promote a clear separation between the Application Servers and the “Softswitch” or Call Servers is the International Softswitch Consortium
.  

The Retailer


As soon as we consider online services, services always accessible, through an ISP, and selected on demand by the customer, the separation between access sessions and service sessions – at the heart of TINA Service Architecture – becomes obviously necessary. The corresponding business case has also become recently a reality. The local loop unbundling, the  NGN advent (with access and residential gateways), as well as the customer’s portals accessible through different terminals (WAP phone, PC,...) and access networks (ADSL, GSM, GPRS,...) make this separation, between access and service, a cornerstone. If we consider ADSL for instance the potential services are appealing. As described in [ROUAUD] we can imagine the end-user having a permanent connection to an access platform, getting access to his personal profile and, upon service selection, the platform sets up the ATM connection fitting the user requirements. 
The access session enables the customer to safely configure by himself the services he has subscribed to, to dynamically discover and subscribe to new services. It simply enables the subscriber to customise his own profile, to build his personal portal. This separation between access and service is an enabling factor for providing the customer with the same interface and service environment regardless of the location (personalised user interface independent from the current serving network). The italic part of the sentence above is nothing else than the UMTS Forum definition for VHE, with a clear business case. Regarding NGN, t
hanks to the use of access and residential gateways, it’s possible to get and store the information directly related to the end-user. For instance, we can dynamically store user’s E.164 address as well as user’s IP terminal address, and by doing so, easing the smooth introduction of some promising services at the border of different networks such as Phone-to-PC or PC-to-Phone services. The use of these access and residential gateways has another advantage, as it enables the end-users to get access directly to the service platform and activate (trigger) themselves various services over multiple networks. Then, we have the whole picture in place for the TINA Retailer and to really mediate third party and content services, to manage QoS based on service policies, customer profile etc... The TINA Service Architecture associated with the Retailer role, are the key elements in architectures enabling the development of services accessible from anywhere, at any time, from any terminal.
The TINA Service Architecture and especially the concept of access sessions becomes reality through these business cases. But, if a business case seems to emerge for the access part, what is the reality for the service layer?





The Service Architecture or the need of clear separation between call control and service control
As depicted in Figure 1, one of the key characteristics of NGN is the separation between call control and resource control (externalisation of call control). 
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Figure 1. 
NGN Architecture
The Media Gateway Controller (MGC or Call Server) receives signalling from both the circuit switched network and IP network, and handles call processing. Call processing is then inherently multi-network [ACKERMANN] and by controlling transit Media Gateways (MG), we can easily provide phone-to-phone services over packet network. In this architecture, we see the MGC providing (among other functions) signalling mediation, between circuit switched network (ISUP signalling) and packet network (H.323 and SIP). The MGC’s multi-network vision makes it ideally located in the network to be the brain of the circuit switched network and packet network. But as a brain, we would expect it not to mediate only signalling for call set-up services.
NGN is a promising architecture for providing services accessible from anywhere, at any time, from any terminal. Nevertheless, and as already pointed out in [MOISO] and [MINERVA], the actual focus is essentially at the definition of the interface between resource control and call control with the IETF and ITU-T activity on H.248/Megaco. Unfortunately there is no that much attention paid to the separation and interface between call control and service control. If the Media Gateway Controller is open enough, nothing preclude to develop services directly on top of (or in) it, loosing by doing so the separation brought by IN with INAP between call control and service logic!
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Figure 2. The need of a clear separation between service control and call control

A lot of work is currently carried out in various forums (International Softswitch Consortium, IN Forum, MSF, 3GPP VHE/OSA...) to specify a reference architecture, and the interface (protocol and/or API) between the Media Gateway Controller (Call Server, Call Agent, Softswitchs,...) and the Application Server (or service platform). The best solution is obviously to define an interface relying on both a standard protocol and standard API. But this interface is one piece of the jigsaw. Indeed, in order for this application server to really take advantage of all the potential multi-network services in an efficient way, the service architecture have to follow some architectural principles. First, this service or intelligence layer must be coherent with the underlying API and service capability features (e.g. 3PP VHE/OSA). 
Then, this (distributed) intelligence should rely on a clear separation between access (AAA, user profile,...) and service logic (usage) with an emphasis on the notion of user and service profile in the “heart” of this (multi-network) information system. The design of this layer is under the responsibility of the stakeholder involved in the service Business. Nevertheless, various approaches in this area might influence this design. An important one is off course the TINA Service Architecture and refinements as done in the P909 Eurescom project [HERZOG]. Finally, having these TINA (or whatever) reusable software components (or service capabilities) that we could graphically manipulate by using off-the-shelves tools would be a must...


The need of API

The interaction between traditional telecommunication systems relies on protocols, whether these protocols are used for call/resource control with ISUP, service invocation with INAP or whatever. The TINA reference points were the first control plane reference points in telecommunication area to be specified using API, not protocols. The assumption was made that all the control plane methods invocation, handled by the kTN
, relied on a DPE
. This DPE being the middleware enabling the intelligence to be really and transparently distributed. This lead the TINA core team to specify the reference point in IDL, with the following expected added value:

· easing application programming 
· easing interface evolution through object oriented paradigms such as inheritance
·  hiding distribution through DPE mechanisms
· using DPE services (naming, trading,...)
The point here is absolutely not to replace protocols by API, since they are absolutely complementary. The point is merely to keep protocols to specify interaction between remote systems while introducing the notion of API at the application level in order to ease the service development process. And this is already the way it works in Internet, with the use of:

· de-facto standard tools and environment for specification with UML for instance

· object oriented API (either C++ or Java) for application development with numerous libraries, packages available

· off-the-shelves tools and environment for service creation relying for instance on Java beans

These development environments are already mastered by a large community of developers (the “Internet community”), and the use of such API and development environment for developing telecommunication applications is a key element for shortening the service development process, reducing the time-to-market. But in order for these API to get a chance to take shape in a  (even evolving) telecommunication environment, they must be consistent (i.e. mapping) with legacy protocols. In this area, the on going activities in Jain and Parlay coupled with NGN and 3GPP business cases and requirements are promising. Of course, this will not be without impact on the legacy SCP... [GOURAUD].
3. Some technical issues that are still to be looked at

Requirements for a multi-party call control model

The “usage” concept as defined in the TINA Service Architecture [TINA] has probably not encountered the expected success. As an example, in a study made to map IN and TINA [TINA IN], this concept was deemed to be so different from the call model of an IN network that it turned difficult to keep it in a credible migration path between IN and TINA. 

Nevertheless, this “usage” concept contains the correct primitives (suspend, resume, invite, etc...) to manage a multi-party call (a conference) and it is really this kind of model which is expected by the service provider. To be really usable, the conference must be linked with an accounting system flexible enough. As a user can initiate a conference, invite new users and leave the conference, the accounting must be transferable between one or several users. In this case, it is also necessary to decide which percent each participant involved in the conference will pay. 


To complete the requirement around the call notion, a more important requirement is to be able to initiate a call via a third party provider (the InitiateCallAttempt of INAP CS1). This requirement is especially express by the Internet service providers who want to have service synergy with the operators.

Currently, there is a real demand for such functionalities but only few solutions exist today to offer them. This problem is somehow related to the difficulties to obtain real implementations of IN CS2 Call Party Handling (CPH) specifications in commercially available products. We can hope that the NGN call server implementation and especially the solutions offered by SoftSwitchs will implement all these requirements, with the right level of call control API as, for instance, the one done in Parlay or JAIN.


APIs, also a network resources problem

Even if the Call Control API is the more popular, the JAIN or Parlay groups describe other API(s) as the user interaction or messaging API. From the service point of view, API is the visible aspect, but for the network point of view API must be supported by specific network resources as messaging server, voice peripheral and so on. 

If currently, these specific network resources are integrated in the PSTN, new integration possibilities are expected with the NGN approach. Rather than to introduce them in the PSTN, it is possible to immerse them in the IP core network (packet network) between Media Gateway. This will have an influence because these resources will not be seen as terminal equipment without link between them but as a sub-network of specific network resources accessible via IP network and able to exchange between them via IP network. The telecom specificities of these resources will be reduced, the global availability increased so a gain in investment and management expected. But new problems arise as 
· which actors (network provider, the service provider or both) will have the responsibility to manage these sub-networks and to decide how the user data (electronic or voice mail for instance) will be split on the specific network resource, 
· which policy to distribute the user data on the specific network resources other than the "proximity" of the caller or callee from the service resource function (this policy has less sense in an IP network where resource connectivity is less physically constraint than in a classical PSTN network(the tromboning problem has no sense in IP network)), 
· …
The general requirement to have specific IP sub-networks (our previous example, but also IP-VPN, network signalling on IP,…) will require the network operator to be able to configure various specific IP sub-network characterised by the belonging elements and the specific QoS. 

The TINA Service Architecture doesn't ensure consistency during the execution of multiple services
If the retailer maintains a profile for the user containing localisation information and the list of the services the user has subscribed to, it is not in charge of assuming a consistent execution of services; in other words, to manage the service interaction. If the solution to this drawback can be obvious with one or two services, it becomes much more complex with ten or more services.

As suggested by ODP and done by TINA, the precise description of an information model is a part of the description of a system. From an information point of view, interaction problem is fundamentally a problem of consistency. More precisely, when two services can share the same information, unexpected service behaviour can occur due to the concurrent access of the same information. So, one way to detect interaction is first of all to describe each service via its information model, for instance in UML. The second step is the juxtaposition of the UML model of each service to detect potential concurrency access for the same information and so to detect potential services interaction. 

From an implementation point of view, a methodology to build a consistent execution of various services is a real problem, yet to study. Nevertheless some proposals exist based on empirical techniques as basic services scheduling which is very closed to build services bundle as suggested by [DIQUELOU]. A more sophisticated proposal has been done by [ANDREETTO] where a user service supervisor is implemented. Other techniques seem interesting to be investigated, based on components and composition of components. It is interesting to note that the service interaction issue and the service profile issue are very related, one which needs to define which information constitutes the user profile, another which tries to harmonise the concurrency service execution and in particular the call control sharing. But no complete solution exists in a multi-party call with multiple-profile to access in a harmonised way. 
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5. Conclusion

As pointed out in §1, “generalist” standard bodies such as TINA-C are facing problems as soon as they want their results to take shape in the market, in commercially available products. An important work have been made in TINA-C the past years, and by a combination of technology evolution (IP, NGN, 3G mobile network) and deregulation, it seems that the business cases have now appeared for the TINA work to take shape. It doesn’t mean that the TINA specifications will be taken into account and implemented in commercial products, but rather that the TINA spirit and main ideas as detailed in §2 will be (and some of them already are) considered. The TINA consortium tried as much as possible not to reinvent the wheel. Now that these concepts are topical with clear business cases, these new standard bodies and forums should also avoid to reinvent the TINA wheel...
Nevertheless, TINA-C could not solve the complex issue of services co-existence, as outlined in §3, which means that there is still R&D to be undertaken...
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